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Unlike CNNs, Multi-Dimensional Recurrent NNs (MD-
RNNs) can perceive the entire spatio-temporal context of each
pixel in a few sweeps through all pixels, especially when the
RNN is a Long Short-Term Memory (LSTM). Despite these
theoretical advantages, however, unlike CNNs, previous MD-
LSTM variants were hard to parallelise on GPUs. Here we re-
arrange the traditional cuboid order of computations in MD-
LSTM in pyramidal fashion. The resulting PyraMiD-LSTM is
easy to parallelise, especially for 3D data such as stacks of
brain slice images. PyraMiD-LSTM achieved best known
pixel-wise brain image segmentation results on MRBrainS13
(and competitive results on EM-ISBI12).
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PyraMiD-LSTM

• 512 x 512 pixels, 30 slices per volume
• 1 volume for training, 1 volume for testing

ISBI 2012 Challenges
• 240 x 240 pixels, 48 slices per volume
• three high-field multi-sequences: T1-weighted scan (T1), T1-weighted
inversion recovery scan (IR), and fluid-attenuated inversion recovery scan
(FLAIR)
• 5 volumes for training, 15 volumes for testing

ISBI 2015 Challenges

Idea

• Change the traditional MD-LSTM structure
-> All operations in PyraMiD-LSTM can be implemented using convolutions.
-> Changes the context from block-form to a pyramidal shape
-> More efficiently covers volume

• The convolutional nature changes several properties
-> Number of computational steps between pixels becomes smaller
-> Filters align with the way the data is recorded (parallel to the planes, not diagonal)

• Easy to parallelise on GPUs

• Retain all advantages of LSTMs
-> integrate information over long distance where context plays a big role.

• Result in great performance on volumetric segmentation
-> Best known pixel-level brain image segmentation results




