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Ahstract-The aim of this work is to investigate Long Short­
Term Memory (LSTM) for finding the semantic associations 
between two parallel text lines of different instances of the same 
class sequence. In this work, we propose a new model called class­
less classifier, which is cognitive motivated by a simplified version 
of the infants learning. The presented model not only learns 
the semantic association but also learns the relation between the 
labels and the classes. In addition, our model uses two parallel 
class-less LSTM networks and the learning rule is based on 
the alignment of both networks. For testing purposes, a parallel 
sequence dataset is generated based on MNIST dataset, which is 
a standard dataset for handwritten digit recognition. The results 
of our model were similar to the standard LSTM. 

I. INTRODUCTION 

One challenging area is to exploit the semantic relation 
in multimodal scenarios. Several examples showed how the 
performance was improved in different applications, such as, 
video scene classification [1], semantic indexing [2], multi­
media retrieval [3]. Finding the semantic relation in those 
scenarios shares similar conditions to infants learning. Infants 
have two independent pathways (visual and auditory) for 
developing object recognition and vocabulary acquisition (re­
spectively). Although both pathways are independent, several 
authors claimed there is a relation between the object recog­
nition and vocabulary acquisition [4], [5], [6]. This common 
representation could be interpreted as the semantic relation in 
pattern recognition problems. 

Consequently, we are defining a new problem based on how 
infants find semantic relations between two different inputs 
(and modalities). More formally, the goal is to find associations 
between two parallel text lines of different instances of the 
same class-sequence. In this case, the relation between the 
'classes' and the 'labels' are also learned. We are referring 
'labels' to the semantic meaning of the entities and 'classes' 
to the representations of the labels in the networks. In contrast 
to standard training rules, the classes are initially labeled and 
are fixed during the training. 

Long Short-Term Memory(LSTM) has been applied suc­
cessfully to OCR problems. Graves and Schmidhuber [7] ap­
plied a multidimensional LSTM to offline handwritten recog­
nition problems. Liwicki et al. [8] improved their work in on­
line handwriting recognition using LSTM against the previous 
model, which was developed based on Hidden Markov Models 
(HMM). Breuel et al. [9] found results comparable to other 
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OCR systems in printed text and Fraktur using a combination 
of line normalization and LSTM. 

In this work, a new model is proposed, called class-less 
classifier. The proposed model uses two parallel LSTM for 
finding the association between two text lines. Mioulet et 
al. [10] proposed a similar idea of combine two parallel LSTM 
for creating feature combinations. However, our model has 
several difference with their work. First, the training rule is dif­
ferent. Our model trains one network given the other network 
as target, and vice versa. In contrast, they do not modify the 
standard training. Second, their work assumed that the inputs 
have the same length; whereas, our model align the output 
of both networks because the lengths are different. Third, the 
training of our model is cognitive motivated, that involve to use 
unlabeled classes. This paper is organized as follows. Section II 
explains in more detail the class-less classifier and its relation 
to LSTM. Section III explains the setup of our experiment 
and the results that our model obtained. Section IV is the 
conclusions and future work. 

II. METHODOLOGY 

The goal of our model is to converge two sequences of text 
lines with the same ordered elements. The proposed model 
uses a modified learning rule, which is based on unlabeled 
classes and alignment of both networks. In other words, the 
class representations of the labels are not defined before­
hand and they are learnt during the training. We introduce 
a statistical constraint that is applied for labeling the classes 
given the current output of the network. Also, we introduce 
a learning rule for converging both networks to the same 
structure between the labels and the classes. The learning rule 
uses one network as the target of the other network and vice 
versa. Figure 2 shows a general overview of the proposed 
model. 

A. Long Short-Term Memory (LSTM) 

LSTM is a recurrent neural network with memory cells and 
gates for avoiding the vanishing gradient problems[ll], [12]. 
Recent results show the abilities of LSTM using an extra layer 
-Connectionist Temporal Classification (CTC)- for classifying 
unsegmented inputs, for example, speech recognition[13] and 
OCR[9]. CTC adds an extra class called blank class (b), 
which its role is to tag the beginning and the ending of each 
class. For example, the target sequence is "246" and CTC 
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converts the initial sequence to "b2b4b6b". In addition, CTC 
is motivated by the forward-backward algorithm for training 
Hidden Markov Models(HMM)[14]. Algorithm 1 shows a 
sUlmnary in pseudocode of the standard training rule of LSTM. 

Algorithm 1 Pseudocode of the standard training rule of 
LSTM for sequence classification using CTC 

for t = 1 to T do 
Zt +- lstm.forward_step( inputt) 

end for 
targeh ... T +- forward_backward(zl .. T, target_sequence) 
deltal...T +- targetl...T - Zl...T 
for t = T to 1 do 

lstm.backward_step( deltat) 
end for 
classes +- decoding (Zl...T ) 

The proposed model modified the standard training rule of 
LSTM in three aspects. First, the forward_backward algo­
rithm in CTC required the labeled ground truth, which usually 
is fixed during the training. In contrast, our model learns the 
labeled ground truth during the training. With this in mind, 
the proposed model adds an extra component, which assigns 
a label to each class given the output of the network. Second, 
the deltas in LSTM are calculated between the output of the 
network and the output of the forward_backward algorithm. 
In our model, one network uses the other network as a target. 
In other words, the deltas are calculated between the output 
of one network and the output of the forward_backward 
algorithm from the other network, and vice versa. Third, both 
networks are aligned for finding the relation between the time 
steps using using Dynamic Time Warping (DTW). In this 
component, each network is transferring information to the 
other network. 

B. Statistical Constraint 

The goal of this component is to label the classes given 
the output of the network. As a result, we define a set of 
weighted terms(/'labez), which modify the distribution of the 
output in order to assign one label-class relation based on 
winner-take-all rule (see Figure 1). 

For explanation purposes, the weighted term(/'label) and 
the output of LSTM for each time step (Zt) are defined as the 
following vectors 

'Ilabel = 

[ 'Ilabel,O 1 ; Zt = 

[ Zt,O 1 
'Ilabe; ,n-l Zt'�-l 

where n is the number of classes and the second index 
represents the classes c = 0, . . .  ,n -1. In addition, we defined 
the weighted distribution as the average of the network 
output over the timesteps: 

(1) 

Hence, the relation between the label and the class repre­
sentation is obtained by retrieving the max element of Zlabel: 

Fig. l. Example of the statistical constraint. The output of the network 
is averaged over all the time steps. The weighted terms(-1'4, /3, /9, 'S) 
represent the input sequence. It is observed how the weighted terms change 
the distribution (bottom) of average output (top right) and find the relation 
between the labels and the classes. 

c* = arg maxc Zlabel (2) 

In order to update the weighted term(/'label), a cost 
function is defined as 

cost"llabel = (Zlabel _ ¢) 2 (3) 

where ¢ represents the target distribution for each class. In 
addition, we assumed a uniform distribution among all the 
classes. For example in 4 classes, ¢ could be represented as 

Each label of the input sequence is assigned to one of this 
target distribution vector based on current state of Zlabel (Eq. 
2). The weighted terms are updated using gradient descent 
and it is defined by 

'Ilabel = 'Ilabel - ex * V' cost"llabel (4) 

where ex is the learning rate of the gradient descent and 
V' cost"llabel is the derivatives of the cost function with respect 
to 'Ilabel. 

For labeling the classes, we follow a similar mechanism of 
the standard LSTM. The output of the network is decoded for 
finding the classes. Afterwards, the classes are labeled based 
on the following equation 

label* = arg maxlabel zo,c*, . . .  , Zlabel,c* (5) 

where c* is the decoded class given the output of the network. 
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Fig. 2. Overview of the Class-less Classifier. First, both inputs are forwarded to each network. Second, the classes are labeled based on the output of the 
network and the statistical constraints. Third, the forward-backward algorithm is applied to both outputs. Fourth, both networks are aligned by Dynamic Time 
Warping (DTW). Fifth, the deltas are calculated between the output of one of the network and the aligned forward-backward of the other network. Sixth, the 
deltas are backpropated to each network and the weights are updated. 

C. Dynamic Time Warping (DTW) 

The goal of this step is to converge both network based 
on transferring information from one network to the other 
network. In this case, the number of time steps that each LSTM 
requires are different. Thus, both outputs of LSTM must be 
aligned between each other. Dynamic Time Warping (DTW) 
[15] is a well-known algorithm for alignment two sequences. 
DTW requires a distance function; which in our case, it is 
defined by the distance between each timestep of the forward­
backward algorithm from both networks. Equation 6 shows the 
constrains of the DTW path. 

{ DTW[i -l,j -1] 
DTW[i,j] = dist[i,j] + min DTW[i -1,j] 

DTW[i,j -1] 
(6) 

where dist[i,j] is the distance between the time step i of 
LSTMI and the time step j of LSTM2. 

D. Overview of the Class-less Classifier 

The goal of our model is to converge two different instances 
of the same sequences using unlabeled classes. In other words, 
both networks need to find a relation between the labels and 
the class representations. In this work, we introduce a novel 
model called class-less classifier. We are referring class-less to 
the condition that our model does not use a fixed set of labeled 
classes for training. In contrast, our model slowly converges 
to a set of common class representations for each LSTM. 

The training rule of our model is defined by the follow­
ing steps. First, each input sequence is forwarded to each 

LSTM. Second, the weighted terms assign labels to each 
class given current state of the output of the network and 
weighted terms. Third, the forward_backward algorithm 
is applied to both outputs of LSTM. Fourth, the outputs of the 
forward_backward are aligned using DTW. Fifth, the deltas 
are calculated between the output of one networks against 
the aligned output of the forward_backward algorithm from 
the other network, and vice versa. Sixth, the deltas are 
backpropaged to each LSTM. A summary of the algorithm 
in pseudocode is in Algorithm 2. 

III. RESULTS AND DISCUSSION 

A. Dataset 

In this paper, a set of parallel text lines of digits were 
generating based on MNIST dataset[16], which is a standard 
dataset for handwritten digit recognition. Two different in­
stances of the same sequence were generated for creating the 
dataset with the following procedure. Each selected digit from 
MNIST was attached a random black background (between 
3 and 10 columns), which was located before and after the 
digit. Afterwards, everything was horizontally stacked. Figure 
3 shows several examples of the generated dataset. MNIST 
has already defined a training set with 60,000 examples and a 
testing set with 10,000 examples. We wanted to keep the same 
division; and, used only the example of the training set for 
creating our training dataset. We followed the same procedure 
for the testing dataset. The size of training set and the testing 
set are 50,000 sequences and 15,000 sequences, respectively. 
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Algorithm 2 Pseudocode of the training rule for the class-less 
classifier 

Zl +-- lstml·forward_step(inputd 
Z2 +-- Istm2·forward_step( input2) 

representationl +-- find_classes ( labels, Zl, /,) 
representation2 +-- findJlasses(labels, Z2, (3) 

fbI +-- forward_backward(representationl, zd 
fb2 +-- forward_backward(representation2, Z2) 

path1 to 2 +-- DTW(fb1,fb2) 
path2 to 1 +-- DTW(fb2, fbI) 

delta 1 +-- Z2 [path2 to 1] - Zl 
delta2 +-- Zl [pathl to 2] - z2 

lstml.backward_step( delta 1 ) 
lstm2' backward_step( delta2) 

update(')', (3) 

"7 7 7 '-\ 5  ;... 0 

q 7 " 4.  0 

q 3 \0 (., ., 

Fig. 3. Several examples of the dataset. It is observed that each row represents 
the same semantic sequence with different instances. 

B. Experiments 

Ten times were repeated the following procedure. 10,000 
pairs of sequences were randomly selected from the training 
dataset; and, 3,000 pairs of sequences were also randomly 
selected from the testing dataset. The Label Error Rate (LER) 
is reported in this work, and it is defined by 

LER = 2.- L ED(x, y) 
IZI (x,y)EZ Iyl 

(7) 

where ED is the edit distance between the classification 
of the network x and the ground-truth y and Z is the size of 
the dataset. 

Our model is compared against LSTM with CTC layer. 
The following parameters were selected for both networks. 
The hidden size of each LSTM is 20, the learning rate 
is le-5 and the momentum is 0.9. The learning rate for 
updating the weighted terms for both networks is 0.01. The 
weighted terms were were initialized with 1.0. A python 
version of LSTM provided in OCRopusl was used. 

C. Analysis 

We found that our model reaches similar results than 
standard LSTM (see Table I). In this scenario, DTW in 

'OCRopus - Open Source Document Analysis and OCR System 
[Online] :https://github.comltmbdev/ocropy 

combination with both networks is able to learn classes similar 
to the standard LSTM. The effect of this combination is a 
modified version of the forward_backward algorithm. This 
modification made the training more flexible because the 
constraints of the path (see Equation 6) add more informa­
tion to the probability propagation. Besides to the alignment, 
the statistical constraints guide each network for converging 
the underlying structure between the labels and their class 
representations. We noticed that the blank class is the first 
class on which both networks converge. This behaviour is 
similar to the standard LSTM where the first learned class 
is also the blank class. After both networks converge, the 
rest of the labels are learnt and they slowly converge to the 
same structure. Figure 4 shows an example of an structure 
between the classes and the labels. We want to point out that 
both networks converge to the same relation. For example, 
the label '7' is represented by the class '2 '. This is observed 
at the first, third and fifth row. Furthermore, LSTM is able 
to learn sequences with information that is provided from a 
different source, in this case, the output of another network in 
combination with DTW. 

TABLE I. LABEL ERROR RATE (%) BETWEEN LSTM AND THE 
CLASS-LESS CLASSIFIER 

METHOD MNIST 

STANDARD LSTM SEQUENCEl 
SEQUENCE2 

3.47 ± 0.99 
3.52 ± 0.80 

OUR MODEL SEQUENCEl 
SEQUENCE2 

2.29 ± 0.27 
2.21 ± 0.17 

IV. CONCLUSIONS AND FUTURE WORK 

In this work, the association problem between text lines 
was studied. We introduced a novel model, called "class­
less classifier", which modifies the standard training rule of 
LSTM. In addition, our model includes an extra constraint 
that uses unlabeled classes for the training. The results of 
the proposed model reaches similar results than LSTM. We 
will explore in more detail the relation between printed texts 
and handwritten texts. Moreover, we are interested to evaluate 
different associations of the output of both networks, such as, 
max-operator and average-operator. Finally, we will examine 
our model in more complex scenarios, such as, handling 
missing class occurrences between the sequences. For example, 
one sequence is "] 5 7 8" and the other sequence is "] 5 8". 
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